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Abstract
Tone-mapping constitutes a key component within the field of high dynamic range (HDR) imaging. Its importance is manifested in the vast amount of tone-mapping methods that can be found in the literature, which are the result of an active development in the area for more than two decades. Although these can accommodate most requirements for display of HDR images, new challenges arose with the advent of HDR video, calling for additional considerations in the design of tone-mapping operators (TMOs). Today, a range of TMOs exist that do support video material. We are now reaching a point where most camera captured HDR videos can be prepared in high quality without visible artifacts, for the constraints of a standard display device. In this report, we set out to summarize and categorize the research in tone-mapping as of today, distilling the most important trends and characteristics of the tone reproduction pipeline. While this gives a wide overview over the area, we then specifically focus on tone-mapping of HDR video and the problems this medium entails. First, we formulate the major challenges a video TMO needs to address. Then, we provide a description and categorization of each of the existing video TMOs. Finally, by constructing a set of quantitative measures, we evaluate the performance of a number of the operators, in order to give a hint on which can be expected to render the least amount of artifacts. This serves as a comprehensive reference, categorization and comparative assessment of the state-of-the-art in tone-mapping for HDR video.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image Generation—Display algorithms

1. Introduction

High dynamic range (HDR) imaging has seen an immense development the last two decades and is today an important aspect in a wide range of applications in computer graphics and image processing [RWP⁺¹⁰, BADC¹¹]. HDR video acquisition is also maturing, where high quality HDR video sequences can be readily captured with versatile research prototypes [TKTS¹¹, KGBU¹³]. Given this recent development, HDR video is now starting to establish itself in a number of applications [DCMM¹⁶], and constitutes an important topic for future research.

A vital component in the HDR imaging pipeline is tone-mapping, which’s purpose is to adapt the final HDR content for viewing on a display device that is limited in terms of dynamic range and color gamut. Although HDR display systems do exist [SHS⁺⁰⁴, RWP⁺¹⁰], and TVs with an extended dynamic range are currently establishing in the commercial market, they have their limitations in terms of dynamic range and color gamut. Therefore, the material prepared for an HDR display will inevitably require some form of tone-mapping. Also, the absolute majority of displays are, and will most likely be, of a very limited dynamic range. Thus, the area of tone-mapping will continue to be an important topic, and even more so with the rapid increase in availability of HDR video and solutions for distribution of such.

Methods for tone-mapping started to appear in the early 1990s, and has since then evolved rapidly with a vast number of tone-mapping operators (TMOs) introduced in the literature. With the transition from static HDR images to video sequences, special considerations have to be made in the tone-mapping pipeline. Apart from the most evident challenge of maintaining a temporally coherent tone-mapping, the implications of the temporal dimension also include differences due to the capturing process. HDR videos are for example more likely to contain noise, motion blur and skin tones.

In this report, we provide a review of TMOs that explicitly account for the time domain. This is motivated by the challenges that tone-mapping of HDR video present. It is also a response to the recent and rapid development in HDR video capturing. The review includes descriptions and categorization of the available methods, as well as a comparative assessment. The comparisons are based on a set of important properties, including temporal coherence, noise visibility, contrast and saturation. The result gives an indication of the operators ability to produce well-exposed and high contrast videos, without showing temporal artifacts and camera noise. Fur-
thermore, to provide a starting point and context for our review, we start in a historical overview of tone-mapping in general. This is not intended to extensively cover the huge body of research in tone-mapping of images; instead, we focus on the evolution of the tone-mapping pipeline. The overview is followed by a general formulation of the tone-mapping problem, in order to clearly define the calculations involved.

The area of tone-mapping has already been covered to a certain extent in the literature. However, earlier attempts at summarizing the state-of-the-art are getting outdated [DCWP02]. Furthermore, more recent descriptions of TMOs are not explicitly focused on the problem of video tone-mapping, do not include many of the most recent contributions, and/or do not provide the same categorization and assessment we make [Hoe07, MMK08, RWP*10, MR11, BADC11, DCMM16]. Therefore, this report provides a novel contribution in the area. It serves as a comprehensive reference and comparison of the state-of-the-art in video tone-mapping, in order to facilitate future development in the area.

To summarize the content of the report, it is designed to provide the following:

1. A short literature review that provides a historical overview of the area of HDR and tone-mapping (Section 3).
2. A general formulation of a tone-curve, in order to clearly define the concept of tone-mapping and to facilitate a connection between different methods (Section 4).
3. A description of video tone-mapping, and the most important problems that need to be addressed specifically when operating on camera captured HDR video (Section 5).
4. A general suggestion for video TMO classification, using 5 distinct categories (Section 5.4). This is based on the concepts explained in the preceding sections.
5. A literature review over all TMOs we found that have an explicit comparison of the state-of-the-art in video tone-mapping, and how the concepts in Figure 1 are motivated. A more in-depth formulation of the actual mapping is then provided in Section 4. We also recognize that the motivation may be different based on the specific intent of the tone-mapping. This fact is later used to classify TMOs into three distinct groups.

2.1. Differences between LDR and HDR images

A high dynamic range image can describe a greater range of color and brightness than can be represented in a low dynamic range (LDR) image. While a standard LDR image typically uses 8 bits to store each color of a pixel, an HDR image is most often specified to floating point precision. The difference makes it possible to encode the entire range of colors and luminances visible to the human eye. However, the differences are not only in the representational capacity. An LDR image is almost exclusively meant to be sent to a display device. It is thus calibrated for this purpose, and said to be display-referred. For example, a gamma correction, \( l = T^{1/\gamma} \), is already applied to the encoded image. Here, \( T \) is intensity and \( l \) is the final luma value that should be sent to the display. Typically, the gamma is in the range \( \gamma \in [1.8, 2.8] \). While the correction originally was intended for CRT monitors, the non-linearity corresponds well with the human perception of brightness [MMS15]. As so, gamma correction can be viewed as a very simple form of tone-mapping. Furthermore, the gamma correction can be complemented to account for display and viewing environment, using a gamma-offset-gain model [Ber96, MMS15],

\[
L_d(l) = l^{\gamma} \cdot (L_{\text{max}} - L_{\text{black}}) + L_{\text{black}} + L_{\text{refl}} \tag{1}
\]

\( L_d \) describes the luminance, as measured coming from the display surface. \( L_{\text{max}} \) and \( L_{\text{black}} \) is the display peak luminance and black level, respectively. \( L_{\text{refl}} \) is the ambient light that is reflected from the display surface, which is approximated from the ambient illuminance \( E_{\text{amb}} \) and the reflectivity \( k \) of the display,

\[
L_{\text{refl}} = \frac{k}{\pi} E_{\text{amb}} \tag{2}
\]

In opposite to an LDR image, the HDR counterpart is typically scene-referred. It describes the physical properties of the lighting in a captured scene. As so, the images can be used for several purposes where accurate physical measurement are needed, e.g. in image-based lighting, automotive applications, medical imaging etc. In order to show an HDR image on a standard display it has to be transformed – or tone-mapped – to a display-referred format.

Strictly speaking tone-mapping is a mapping of image tones from one domain to another. However, today the by far most common use of the term is to describe a mapping from the linear scene-referred luminances in an HDR signal, to the restricted domain of a display device. Tone-mapping is now more or less synonymous with this definition, and it is in this form we use the term here. Usually the mapping goes to an intensity value \( T \) that should be displayed. In order to finally create a display-referred LDR image, the tone-mapping is followed by clipping and gamma correction to adapt to the display device. Alternatively, the inverse of the display
of about 3.7 log units in a scene [KR10, RAGB11]. While the individual neural units of the HVS are limited to respond in a range of about 1.5 log units [SW12], this capacity is achieved through the utilization of local adaptation mechanisms, such as spatially varying neural gain controls. The local processing makes it possible to restrict adaptation to an area of less than 0.5 visual degrees [VMGM15]. Furthermore, by adapting over time using e.g. pupil adjustments and pigment bleaching/regeneration processes, the HVS can function in luminances from around $10^{-6}$ cd/m$^2$ to $10^8$ cd/m$^2$. This makes for an effective dynamic range of about 14 log units. In tone-mapping the goal is to achieve the same – or superior – ability. Although a simulation of the HVS is not always the explicit objective, it is important to appreciate the intrinsic perceptual aspects. These play a fundamental role in the process of preparing HDR material for a display device.

As an example of the implications of tone-mapping being a perceptually motivated operation is the logarithmic space that often is used for performing the mapping. This stems from the close to logarithmic response of the HVS in large areas of the luminance range, according to the Weber-Fechner law [Fec65]. The law implies a logarithmic relationship between physical luminances and the perceived brightness. Thus, in many cases computations in the log domain allow for simpler formulations due to the improved perceptual linearity.

### 2.4. Detail preservation in tone-mapping

Already in early works of image processing, the idea of describing an image from intrinsic characteristics was introduced. The objective may be manifold, e.g. to provide some invariant description for the purpose of higher-level image understanding, or to be considered as an initial description of the early stages of the HVS. One such idea is to describe an image as separated into a product of illumination and reflectance [Hor74, BT78]. A human observer is able to determine the reflectance of objects in a large range of lighting situations, effectively describing a measure that is invariant to the illumination [GJ84]. The reflectance is one of the fundamental de-
scriptions of a scene, and it is possible to specify using a very limited dynamic range (about 100:1). Thus, it makes intuitive sense to attempt to maintain this characteristic through the tone-mapping, while only compressing the dynamic range contained in the illuminance description. These principles are manifested in the construction of local tone-mapping operators, where the intent is to compress global contrasts while preserving local contrasts, or details. A common approach is to approximately separate an image into illuminance and reflectance using an edge-preserving filter, as illustrated in Figure 1.

2.5. Tone-mapping of colors

Although color appearance models sometimes are used in order to reproduce HDR colors [PFFG98, FJ04, AR06, KJF07, KWK09, RPK*12], for simplicity and computational efficiency tone-mapping typically only treats the luminance, and maintains colors from the original signal [Sch94]. Alternatively, the mapping can be performed separately on the color channels, in some suitable color space. However, tone-mapping on individual color channels tends to under-saturate colors, while separate treatment of a single luminance channel have an opposite effect. To account for this behavior, a heuristic de-saturation step can be performed when restoring colors from the original HDR image [THG99].

\[ c = \left( \frac{C}{L} \right)^s T \]  

(3)

Here, \( C \) and \( c \) are the colors before and after tone-mapping, respectively, \( L \) is the input luminance and \( T \) is the tone-mapped value. The parameter \( s \) steers the color saturation of the result, where a value \( s < 1 \) results in a de-saturation. Attempts have also been made to characterize the saturation behavior, in order to derive the amount of saturation correction needed in a specific tone-mapping scenario [MMTH09, PAB*13].

2.6. Tone-mapping intent

Although a tone-mapping operator, as we define it here, is designed to map an HDR signal to the restricted space of a display, the objective may vary substantially – it is important to recognize that different TMOs try to achieve different goals [MR11]. Therefore, a natural way for classification of tone-mapping operators is their specific intent.

We use a classification with three different intents, following the distinction used in [EWMU13, DCMM16]. These are illustrated in Figure 2, and can be described as follows:

Visual system simulator (VSS) This category of operators try to simulate the properties of the human visual system (HVS), including its limitations. For example, a TMO can add glare, simulate the limitations of human night vision, or reduce colorfulness and contrast in dark scene regions. The goal is to achieve the minimal perceptual difference between viewing the real scene and its captured and tone-mapped counterpart on a certain display.

Best subjective quality (BSQ) In many circumstances a faithful reproduction of the depicted scene is not important, but rather to achieve a tone-mapping that is most preferred in terms of subjective quality. The subjective quality, however, is a wide term that is highly depended on the situation, and it can be established in closer terms, e.g. to be inline with a certain artistic goal. Comparing to the VSS category, the subjective preference is often to have a slightly exaggerated appearance, with increased contrasts, details and color saturation.

Scene reproduction (SRP) Here, the operators attempt to make the mapping \( V(L) \) – to a display device with reduced capabilities – invariant to certain attributes. The goal is to preserve the original scene appearance as close as possible, measured in terms of the attributes. These could for example include the relative brightness, contrasts, colors, noise visibility, etc. However, only a restricted number of attributes can be captured simultaneously, and the tone-mapped image can still deviate substantially from the physical scene in many other respects.

3. Historical overview

Relating to the concepts in the previous section, we here make a short review of published work in the area of tone-mapping. This overview is by no means meant to be exhaustive. Since a large body of research has been devoted to the topic, with many specialized operators and refinements suggested through the years, we choose to focus on tracking the evolution of tone-mapping. We then proceed to make a more rigorous review of video tone-mapping and algorithms for this purpose in Section 5 and 6, respectively.

Summarizing the number of operators we mention throughout this report, Figure 3 shows how many have been published each year, and how they are categorized. Although the plots do not include all possible TMOs, they give some insight into how the work of tone-mapping has been distributed.
3.1. Background

The concept of tone-mapping as we use it here, dates back to the early 1990s, when Tumblin and Rushmeier introduced the problem to the computer graphics community [TR93]. Recognizing that the real-world luminances generated from a physically based rendering engine need to be transformed to the limited dynamic range of the display device, they provide a formulation of a mapping with the objective to preserve the perceived brightness. Since then, tone-mapping as a research area has grown rapidly (see Figure 4). With techniques for reconstruction of natural HDR images from multi-exposure sequences, [MP95, DM97], it has become even more important to develop algorithms for display of both computer generated and camera captured HDR media. Furthermore, with the introduction of HDR video capturing [KUWS03, WRA05, UG07, TKTS11, KGBU13], new problems were introduced that TMOs need to consider [EWMU13]. We return to the challenge of HDR video tone-mapping in Section 5.

To provide an illustration of the increasing popularity of HDR and tone-mapping, Figure 4 plots the frequency of the terms as appearing in Google Books. The term tone-mapping appeared in a first wave in the context of linguistics during 1975-1990, describing a mapping of acoustic tones. A second wave came with the introduction of tone-mapping in computer graphics [TR93]. As so, tone-mapping as we define it here – for display of HDR images – is a new and rapidly expanding area.

3.2. Tone-curves

The most trivial method for display of HDR images is by linear scaling, followed by clipping and a final gamma correction, effectively performing an exposure correction. As a first example, in [War94a] Ward uses a linear scaling, focusing on preserving the image contrasts. The method is designed as a global scaling of luminances based on detection threshold experiment data from [Bla81].

For a non-linear mapping of luminances, a linear scaling can be applied in the logarithmic domain, or equivalently as an exponential function in the linear domain. Such tone-curve was first used by Tumblin and Rushmeier [TR93], with the goal of preserving the perceived brightness during compression of the dynamic range, as described in [SS60]. The method was later on improved, and used for a gape-directed adaptation implementation [THG99]. Alternatively, instead of a tone-curve \( V(L; \alpha) = L^\alpha \), an exponential tone-curve can be formulated on the form \( V(L; \alpha) = 1 - e^{-\alpha L} \) [FTP94]. One of the more popular choices in the literature is the logarithmic tone-curve originally proposed by Drago et al. [DMAC03].

Since the goal of tone-mapping is to map all input luminances to a predefined limited range, it makes intuitive sense to use a logistic, or sigmoid, function (see Equation 5). The function often occurs in natural processes. For example, it is referred to as the Michaelis-Menten equation in biochemistry [MM13] and the Naka-Rushton equation in the study of vision [NR66]. The sigmoid roughly corresponds to the response curve of the HVS, and is thus used in many of the VSS operators. The first use for tone-mapping was by Schlick [Sch94], although introduced with the motivation of being similar but computationally more economic as compared to exponential or logarithmic functions.

Tone-curves that incorporate the mean or median value of the input are able to adapt to provide the best overall exposure of the output. However, using the image histogram a better distribution over luminances can be achieved. Formulating a tone-curve which’s slope for each luminance \( L_i \) is dependent on the corresponding probability \( p_i(L_i) \) makes it possible to generate a result that shows better contrast and exposure in the more important areas of the image. The first method to use this technique was proposed by Ward et al. in [WLRP97]. It starts from a standard histogram equalization algorithm, and complements this with certain restrictions on the probabilities \( p_i(L_i) \) in order to match the capabilities of the HVS. More recently, histogram based tone-curves have been used e.g. in order to provide minimal contrast distortions in the tone-mapping [MDK08, EMU15], to perform clustering based...
tone-mapping [Osk16], and to prevent noise visibility from increasing under the mapping [EMU15, LSRJ16].

Another important example of a family of tone-curves are those that are applied in the gradient domain. In [FLW02], Fattal et al. introduce this concept with a tone-curve that operates on image gradients by suppressing them proportional to their magnitudes.

### 3.3. Detail preservation

A Gaussian filter, $\xi_x(L) = (G_\sigma * L)_x$, presents an efficient way of approximating an image’s illuminance characteristics in order to perform local tone-mapping. In a first exploratory work, Chiu et al. make use of this idea. However, the approximation assumes smooth transitions in intensity. Close to large gradient edges the filter will be largely influenced by the different regions of intensity, which results in visible halos in the final tone-mapping. Gaussian filters where also used in [RJW96, JRW97], inspired by the center-surround operations used in the retinex theory [LM71]. The method could additionally be used in a multiscale version in order to alleviate some of the problems with haloing artifacts.

A first experimental attempt to explicitly handle the problems caused by a standard low-pass filter can be found in [Sch94], where local adaptation is suggested from the use of image segmentation on a simplified example. Although not practically applicable, the approach is a step towards the edge-preserving filters commonly used later on in tone-mapping. Later, a more general segmentation based approach for illuminance estimation was proposed in [YP03]. Segmentation has also been used to combine multiple TMOs in the same image [KMS05a, Cad07, BAS*12, SLF*15], for local adjustments of the tone reproduction [LFUS06], and for combining different exposures directly from an exposure bracketing sequence without requiring an intermediate HDR reconstruction step [MKVR09].

Another way of alleviating the problems with a Gaussian filter is to perform filtering in an iterative manner, e.g. utilizing a Laplacian pyramid as described in [PFFG98]. A more rigorous attempt at a hierarchical decomposition was proposed by Tumblin and Turk [TT99], using the LCIS filter. It draws inspiration from anisotropic diffusion, [PM90], and represents a first serious attempt at using edge-preserving filtering in the context of tone-mapping. However, artifacts are still a problem, and the method is relatively expensive. Other early examples of pyramid filtering structures for local tone-mapping include the iterative Gaussian filter by Ashikhmin [Ash02], the Gaussian pyramid utilized by Reinhard et al. inspired by photographic practices [RSSF02], and the sub-band architecture proposed by Li et al. [LSA05].

A first explicit formulation of tone-mapping as a separation of illumination and reflectance is given by Tumblin et al. [THG99]. The method uses a layering approach where illumination/reflectance pairs are extracted from a computer generated scene. It is, however, limited to computer generated images. Extracting an approximation of the illuminance in a camera captured image, without the artifacts of a Gaussian filter, can be accomplished utilizing an edge-preserving filter. While the early filtering pyramid structures in effect are edge-preserving filters, the widely popular bilateral filter became a common method in the context of tone-mapping in the early 2000s. The idea of using the formulation of a bilateral filter kernel for local tone-mapping were first discussed in [DW00], although not really tested and confirmed. One of the first successful uses of a bilateral filter in tone-mapping was presented by Pattanaik and Yee [PY02]. The filter uses a uniform spatial kernel and an exponential kernel in the intensity domain, and is inspired from the SUSAN filter [SB97]. However, the by far most common formulation of a bilateral filter uses Gaussian kernels [AW95, TM98]. It was introduced in tone-mapping by Durand and Dorsey [DD02], and has since been used frequently in the tone-mapping literature.

While the bilateral filter provides a simple formulation which achieves good results in many circumstances, one of its main disadvantages is the computational complexity. For this reason, a larger body of work has been devoted to acceleration of the bilateral and related filtering formulations, [DD02, CPD07, AGDL09, ABD10, BPD06, BJS06, BCCS12, Yan12]. With many such schemes, running on modern hardware, real-time performance is fully possible. Another problem with the bilateral filter is that the reconstruction is biased at steep but smooth edges in intensity, which can result in banding artifacts in the detail layer [DD02, BPD06, EMU15]. At the cost of increased computational complexity, these problems can be alleviated. Examples include smoothing at the edges [DD02], manipulating the gradients of the reconstruction [BP06], and incorporating the image gradients in a trilateral filtering procedure [CT03]. A large number of modern multi-purpose filtering techniques have also been demonstrated to achieve high-quality edge-aware filtering suitable for detail preservation in tone-mapping, [KKEA06, TMF07, FFLS08, KS10, PHK11, GO12, Mil13, HST13].

In addition to general purpose edge-aware filters, a large number of filters constructed especially for the purpose of tone-mapping have been proposed. These include the early iterative methods [PFFG98, TT99, Ash02, RSSF02], as well more recent filters [ASC*14, EMU15]. Fore example, the fast detail extraction diffusion in [EMU15] is designed from an iterative simplification of the
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bilateral filter, in order to efficiently overcome the problems of biased reconstruction at steep but smooth edges.

Local processing in order to preserve details does not necessarily have to be performed directly on the (possibly transformed) luminance values. Fattal et al. present a method for gradient domain tone-mapping [FLW02]. The gradients are scaled at different levels using a Gaussian pyramid, with a scale factor described as a function of the gradient magnitudes. The manipulations are followed by solving a Poisson equation to return to the intensity domain. A similar approach was proposed by Mantiuk et al. [MMS05]. However, instead of using the image gradients directly, the method operates on a perceptually motivated formulation of image contrasts.

4. Definitions and taxonomy

In this section, we carefully construct a general formulation of the central calculations involved in performing tone-mapping. We start with the tone-curve, which is the principal element of a TMO. Subsequently, we complement the formulation to allow for spatially varying – local – calculations. The tone-curve and local processing are the main building blocks in the pipeline of a local TMO. Referring to Figure 1, it is the two central parts of the pipeline. These should be complemented with pre- and post-processing steps in order to construct a complete TMO.

4.1. Tone-curve

At the core of a tone-mapping algorithm is the function for mapping from one domain to another. In most cases this can be described as a continuous function – the tone-curve. However, it is also possible to have an implicit mapping that is not possible to describe in such manner.

The complete tone-mapping pipeline describes a mapping \( M : L \rightarrow I \), from the HDR input \( L \in \mathbb{R}^n \) to display-referred pixel values \( I \in \mathbb{N}_I = \{0, \ldots, 255\} \). \( L \) could be in arbitrary units, but for most tone-mapping algorithms it is expected to be linearly dependent on the captured luminance values. The tone-curve, on the other hand, usually performs a mapping \( V : L \rightarrow T \) to an output \( T \in \mathbb{R}^t \) of reduced dynamic range as compared to \( L \). Subsequently, in the post-processing step in Figure 1 the output is prepared for a display, arriving at the final luma value \( I \) which should be sent to the device (see Section 2.1).

In addition to depending on the luminance \( L \) at a pixel position \( s \), the mapping \( V \) could be formulated to take a set of constant parameters \( \alpha = \{\alpha_1, \ldots, \alpha_n\} \). Furthermore, in order to adapt to the content of a certain image, a set of parameters could be defined that depend on all the pixels in the input image, \( \phi(L) = \{\phi_1(L_1, \ldots, L_n), \ldots, \phi_n(L_1, \ldots, L_n)\} \). The functions \( \phi \) can describe any mapping \( \phi : \mathbb{R}^n \rightarrow \mathbb{R}^k \). However, some examples of the most common statistics are the image mean \( \phi = \mu = \frac{1}{c} \sum_{i=1}^{c} L_i \), some percentile such as the median, maximum or minimum value (0.5, 1 and 0-percentiles, respectively), or the image histogram \( \phi_s = p_L(L_s) \).

Using \( \alpha \) and \( \phi \), a general formulation of a spatially invariant mapping at a pixel position \( s \) can be written as

\[
T_s = V(L_s; \phi(L); \alpha)
\]  

For example, a simple exposure compensation can be described as \( T_s = V(L_s; \alpha) = \alpha L_s \). Another example is the sigmoid curve, which can be formulated to account for the mean value of the input, \( \phi = \mu \), in order to adapt to the overall luminance,

\[
T_s = V(L_s; \phi(L); \alpha) = \frac{L_s^\alpha}{L_s^\alpha + \phi^\alpha}
\]  

4.2. Local adaptation

The tone-curve in Equation 4 can be formulated to compress the dynamic range, e.g. as in Equation 5, but this comes at the cost of compressed overall contrasts of the input. While the global contrast inevitably has to be reduced to fit a lower dynamic range, a common objective is to preserve local contrasts – or details – in order to mimic the abilities of the HVS, see Section 2.4.

In order to better reproduce local contrasts we can introduce a set of parameters \( \xi_s(L) \) that in the same way as \( \phi(L) \) depend on the information in \( L \), but weighted in a local neighborhood \( \Omega_s \) around a pixel \( s \),

\[
\xi_s(L) = \xi(L_{\Omega_s}) = \{\xi_1(L_{\Omega_s}), \ldots, \xi_n(L_{\Omega_s})\}
\]  

By using \( \xi_s(L) \) to capture local properties around each pixel \( s \), the tone-mapping can adapt spatially in order to maintain or enhance image details. The local tone-curve now takes the form

\[
T_s = V(L_s; \xi_s(L); \phi(L); \alpha)
\]  

A trivial example of a local adaptation measure is the weighted local mean, computed with a Gaussian kernel \( G_\sigma, \xi_s(L) = (G_\sigma * L)_s \). The spatially varying statistics can be used directly in the formulation of a tone-curve, for example in Equation 5 to adapt locally in the image instead of using the mean over all image pixels, \( V(L_s; \phi(L); \alpha) \rightarrow V(L_s; \xi_s(L); \alpha) \). However, given a filter \( \xi_s(L) \) that estimates the global changes in the image, a common formulation is to split the image into a base layer \( B_s = \xi_s(L) \) and a detail layer \( D_s = L_s - \xi_s(L) \). The tone-curve is then applied on the base layer, while the detail layer is added back after the mapping.

\[
T_s = V(B_s; \xi_s(L); \phi(L); \alpha) + D_s
\]  

Here, the local tone-curve \( V \) has been decomposed into a global mapping \( V \) of the global image contrasts \( B \), and details \( D \) which are preserved separate from the mapping. It should also be noted that
these operations generally are performed in the log domain, but this is not explicitly stated here to simplify the notation.

Finally, we can also change the mapping itself over the image, \( V = \{ V_1, \ldots, V_k \} \), and introduce a set of spatially varying parameters \( \theta_s = \{ \theta_1, \ldots, \theta_n \} \) that do not depend on the image content. These parameters could for example be formulated in terms of the vertical and horizontal pixel positions in the image. We now arrive at the most general formulation of a tone-curve,

\[
T_s = V_s(L_s; \xi^s(L); \theta_s; \phi(L); \alpha)
\]

(9)

5. Video tone-mapping

In this section we describe some of the main differences in tone-mapping of HDR video, as compared to static HDR images. Specifically, we focus on the problems of temporal coherence and noise visibility. The section is concluded with guidelines for classification of video TMOs. These are based on many of the concepts we have discussed throughout this report, and they are used to categorize the video TMOs described in Section 6.

Tone-mapping of a sequence of frames from an HDR video differs in many aspects from processing single static images. The most apparent difference is due to the correlation between frames that need to be maintained. Without careful consideration of temporal coherence, flickering and other artifacts can be introduced, and even these slightest disruption may be well visible due to the sensitive mechanisms of the HVS that respond to temporal changes. However, temporal coherence is not the only problem faced in video tone-mapping. Another important aspect is computational efficiency, since a large number of frames need processing. Moreover, when dealing with camera captured HDR images, the material itself significantly differs due to the different capturing processes of single image and video sequences. These differences require separate consideration in order to achieve high quality tone-mapping in all possible situations.

5.1. Background

Although HDR video capturing did not fully mature until the early 2010s, the first tone-mapping algorithms that considered adaptation over time were presented more than 15 years earlier [FPSG96]. However, in many of the early methods with an explicit temporal model, the main purpose of the considerations in the time domain was to have a complete model of the adaptation mechanisms of the HVS [FPSG96, PTYG00, LSC04, IFM05], or to provide means for interactive walk-through in computer generated scenes [DD00]. The lack of high quality camera captured HDR video has made it difficult to thoroughly assess the performance of new video tone-mapping operators. In many cases the only available material for testing has been created from either CGI, panning in static HDR panoramas, or from capturing static scenes with alternating lighting. A few examples also include custom built techniques and systems to record HDR video [KUWS03, WRA05]. However, first with the advent of dedicated HDR video cameras, [TKTS11, KGBU13], it was possible to thoroughly test the existing algorithms [EWMU13]. From the survey and evaluation in [EWMU13], it was discovered that many of the assessed operators either suffer from artifacts, or lack in contrast and detail reproduction. Responding to the introduction of new HDR video cameras, during the 2010s research in video tone-mapping has been more focused to address the specific problems in tone-mapping of such material. The main objective is to achieve high quality tone-mapping despite the particular challenges the material may present [BBC12, BCTB14b, ASC14, EMU15, LSRJ16].

5.2. Temporal coherence

A categorization of possible temporal artifacts in tone-mapping was presented by Boitard et al. [BCTB14a]. This includes artifacts such as flickering, temporal contrast and object incoherence. We emphasize the global and local flickering and ghosting artifacts, as these are arguably the most prominent coherence problems. The other artifacts, concerning temporal contrast and object incoherence are more natural for a human observer; we adapt to the current lighting situation and thus accept changes in contrast and object brightness, as long as the changes are smooth. For a thorough treatment of the different incoherence definitions, we refer to [BBC12, Boi14, BCTB14a, DCMM16].

If the mapping \( V : L \rightarrow T \) in any way depends on the image content, \( V = V(L_s; \phi(L)) \), it may potentially give rise to temporal artifacts. Many of the measures or image statistics \( \phi(L) \) used for the content-aware formulation of a tone-curve can potentially change rapidly from frame to frame, causing non-smooth changes of the tone-curve. The changes are perceived as flickering artifacts in the final tone-mapping.

In the case of global processing, using the same tone-curve for all pixels (Equation 4), smooth changes between frames can be achieved from a low-pass filtering of the image statistics over time using some kernel \( G_s \),

\[
\hat{\phi}(L_t) = \sum_{r=t-d}^{t+d} G_s(\phi(L_r))
\]

(10)

However, this filter response is affected by future frames, which can yield inconsistencies in the timeline. More precisely, the tone-mapping can start to respond to a change in lighting, before it actually occurs. A more sensible choice is to only filter over past frames, e.g. using an exponentially decaying kernel, representing a leaky integrator. This can be formulated in its simplest form by blending between the \( \phi \) at the current and the previous samples in time, using a blend value \( \alpha \),

\[
\hat{\phi}(L_t) = \alpha \phi(L_t) + (1 - \alpha) \hat{\phi}(L_{t-1})
\]

(11)

For local tone-mapping operators, Equation 8, the situation is more complicated. If the local processing, using some local image statistics \( \xi^s(L) \), is not carefully formulated it can give rise to quick changes locally in the image. Straightforward use of the temporal filtering procedures in Equation 10 and 11 on a per-pixel level will cause ghosting artifacts. An alternative is to low-pass filter the final tone-mapped values, \( T_t = (G_s * l)_t \), which can help on both...
temporal coherency and noise level at the cost of introducing some motion blur [vH06, BAHCO9].

In order to perform per-pixel filtering over time without the side effects of motion blur, the local filter kernels can be restricted at large temporal gradients, using an edge-stopping filter [BM05], see e.g. Equation 17. However, this comes at the cost of limited or no filtering close to larger temporal gradients.

A natural extension to per-pixel filtering over time is to use a motion compensated temporal kernel, effectively filtering along motion paths in the time domain. If the motion estimation is correct, this makes it possible to filter in the time domain both in uniform regions and close to temporal edges and to do so without introducing motion blur. However, the motion field is not defined in all situations, e.g. for areas that are occluded between frames. Also, in other situations the estimation may fail. These problems leads either to artifacts, or the filtering have to be restricted in terms of the support in the temporal domain. Examples of motion compensated temporal filtering for tone-mapping include [LK07], utilizing block matching for acquiring motion vectors, and [ASC14], which filters using an optical flow estimation. See Section 6 for more information, and in particular Equation 18 and 21.

Using the above mentioned variants of temporal filtering, existing tone-mapping operators for static images could potentially be extended to work for HDR video. This is also a common approach when inspecting the literature, where a range of different static operators have been used. One of the most popular choices is the Photographic TMO [RSSF02], which has been complemented with temporal processing in many variations [GWWH03, RJJH04, KRTT12, BBC12, BCTB14b].

Another approach for maintaining coherence over time is to consider temporal aspects a post-processing step, applicable to any static tone-mapping method. Such methods view the tone-mapping process as a black box, and the objective is to impose temporal coherence by some global or local pixel manipulations. To alleviate global flickering artifacts, one possibility is to analyze the mean value of each frame and constrain the changes over time [GKEE11], or compare it to the original HDR sequence [BCC12]. However, these only work on a global level, by applying separate scalings of the pixel values in each frame. The assumption is that all temporal incoherencies can be attributed to only changes in global image brightness. A more difficult situation would e.g. be temporally incoherent changes in contrasts, and local incoherencies.

A few methods for post-processing to achieve temporal coherence on a local level has also been presented [LWA12, DBZY15, BTS15], mostly relying on per-pixel motion fields from optical flow estimations. These are formulated for processing of a range of different video operations, and may be a good alternative for alleviating problems with coherence when the specific operation is unknown. However, as a viable solution for video tone-mapping it is rather counter-intuitive to generate temporally incoherent results and then try to overcome these problems in a post-processing step. It will always be more efficient to maintain local coherence throughout the tone-mapping pipeline.

5.3. Noise visibility

The techniques used for capturing HDR video differs from the traditional techniques utilized for static images. While image acquisition can employ a temporal multiplexing – such as exposure bracketing – to capture the entire dynamic range, an HDR video camera needs a spatial multiplexing. This is accomplished e.g. using multiple sensors, and makes it possible to obtain a high enough framerate. However, the differences in the capturing processes also make the characteristics of the final HDR material different. These differences may need special consideration in the design of a tone-mapping algorithm.

The most obvious difference when comparing HDR video to static HDR images is the added temporal dimension. The video can experience a variety of effects over time, such as motion blur and complicated transitions in intensity, both globally and on a local level. Also, since dynamic objects can be captured, people and skin tones may need special consideration.

One of the more serious implications of the HDR video capturing process is an increased amount of camera noise, especially in darker scenes. Since the exposure time is limited to $\frac{1}{4}$-th of a second and we still want to incorporate shadows and dark areas in the range of luminances captured, the sensor gain needs to be set high, which results in increased sensor noise. Although the noise may be invisible in the original video sequence, it can easily be revealed by the tone-mapping process, as demonstrated in Figure 5. This can be understood from the non-linearity that most tone-curves experience, which down scales the brightness of bright pixels while doing the opposite for dark pixels, resulting in an increased relative level of noise in dark areas.

A denoising algorithm can be applied in order to facilitate the problem with image noise. Some noise reduction also comes as a positive side-effect if a per-pixel filtering procedure is used for imposing temporal coherence in the tone-mapping. [BM05, vH06, BAHCO9, ASC14]. However, this comes at increased computational cost, and it is difficult to remove all noise without introducing artifacts. Also, if the tone-curve assigns a substantial increase in brightness of the dark pixels, some remaining noise or denoising artifacts will inevitably be revealed.

In order to make sure that the image noise is not made visible from the tone-mapping, the shape of the tone-curve can be explicitly controlled based on knowledge of the noise characteristics [EMU15, LSRJ16]. In this way the noise is concealed within the darker regions of the final tone-mapping. This approach can also be combined with denoising algorithms, in order to be able to allow for larger manipulations of darker image tones.

5.4. Categorization of video TMOs

We use the concepts described in the preceding sections to formulate a general categorization of video TMOs. This includes the type of tone-curve, processing, intent and temporal filter. Additionally, we complement with a categorization in terms of computational complexity. This is motivated by the increased amount of computations involved as compared to an image operation. Since a video sequence contains about 25-30 frames per second, interactive or real-
time performance makes a large difference in terms of turnaround-time when tweaking parameters of the tone-mapping.

The categories are determined as follows:

1. **Tone-curve**: The underlying transformation function for performing the tone-mapping. The reviewed TMOs in Section 6 use one of the following functions: linear, logarithmic/exponential, sigmoid/s-shaped or histogram based. Additionally, some operators perform the mapping in the gradient domain.

2. **Processing**: A global TMO uses the same tone-curve for all pixels of an image, while a local varies the function spatially.

3. **Intent**: The intent of the tone-mapping is according to: visual system simulators (VSS), best subjective quality (BSQ) operators and scene reproduction (SRP) operators.

4. **Temporal filter**: The temporal adaptation filter is either applied on a global level by filtering some of the tone-mapping parameters over time, or it is calculated per-pixel on a local level.

5. **Speed**: The computational speed of the TMO is capable of generating either offline, interactive or real-time performance. These have been roughly estimated from the complexity of the calculations performed by the specific TMO. Real-time performance is approximately above 20 frames/second, while interactive is when the TMO roughly is able to process more than a few frames/second.

6. **Video tone-mapping algorithms**

   In this section we describe existing tone-mapping operators for HDR video. All of the operators are listed in Table 1, using the classification in Section 5.4. Furthermore, for a subset of the operators the table also includes estimated performance in terms of four different criteria. These have been measured as described in Section 7.

   In our review of the video tone-mapping literature, we found the following tone-mapping operators that have an exclusive component for how to treat temporal aspects:

   **Visual adaptation TMO**, [FPSG96]: As the first example of a tone-mapping operator with a time adaptation mechanism, Ferwerda et al. use data from a series of psycho-physical experiments to build a visual response model. The method is based on a threshold-versus-intensity (tv(i)) function, which is derived from an experiment on detection thresholds over the full range of vision (scotopic and photopic). This is complemented with previously published data on changes in color appearance (spectral sensitivities), changes in visual acuity (ability to resolve spatial detail) over luminances, and adaptation over time (detection threshold over time during light and dark adaptation). A computational model is then built on the experimental data, in order to predict the behavior of the HVS in terms of visibility, color appearance and clarity of scene features. The prediction is made at a given background luminance and due to adaptation over time. The model uses the same concept as in [War94a], where just noticeable differences (JNDs) are matched before and after tone-mapping. However, the matching is performed separately for rods and cones, and additional functionalities are added to account for visual acuity and adaptation over time.

   **Interactive walk-through TMO**, [DD00]: Durand design a method for interactive tone-mapping of computer generated walk-throughs. The TMO thus focuses on achieving interactivity. It uses a two-pass method in order to suit an online rendering engine. In the first step a down-sampled, low resolution, rendering is performed in the log domain to determine an adaptation level. This is used in the second step to perform rendering and appropriate tone-mapping. The operator is based on the work by Ferwerda et al. [FPSG96], but with extensions such as blue-shift for viewing night scenes and chromatic adaptation. The light adaptation is performed using an exponential filter based on data from [Ade82, BH87]. The chromatic adaptation is modeled by filtering per-channel adaptation levels over time. Finally, dark corners are simulated, and loss of acuity is modeled in the same manner as in [FPSG96].

   **Time-adaptation TMO**, [PTYG00]: Pattanaik et al. present a sophisticated model for efficient modeling of the time-adaptation mechanisms of the HSV. It is based on data from the psycho-physical measurements in [Hun95]. Using an adaptation model followed by an appearance model, the response of an image is simulated. Subsequently these are followed by the inverse appearance and adaptation models, in order to map the response to the display device. In the adaptation model, static responses are computed separately for cones and rods using sigmoid functions (Equation 5). Time adaptation is then modeled using exponential smoothing filters, with a decay fitted to data from [Cra37]. The data roughly agrees with the measurements in [Ade82, BH87]. Additionally, time-dependent pigment bleaching factors are included. In total four filters are used, for neural and photo-chemical mechanisms in both the rod and cone systems.

   **Temporal exposure TMO**, [KUWS03]: Kang et al. propose a technique for capturing HDR video by alternating the exposure time temporally, from frame to frame. In order to reconstruct an HDR video, the frames are interpolated using optical flow, to provide two different exposures in each frame. For display of the reconstructed video a temporal filtering procedure is added to the Photographic

---

![Image](https://example.com/image.png)

Figure 5: Noise that is invisible to the human eye in the HDR input image, and thus below the threshold of the contrast visibility of the HVS, may be pushed above the threshold in the process of tone-mapping.
<table>
<thead>
<tr>
<th>Operator</th>
<th>Categorization</th>
<th>Estimated performance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Operator</strong></td>
<td><strong>Categorization</strong></td>
<td><strong>Estimated performance</strong></td>
</tr>
<tr>
<td>Visual adaptation TMO [FPSC06]</td>
<td>Linear</td>
<td>VSS Local Global Real-time</td>
</tr>
<tr>
<td>Interactive walk-through TMO [DD00]</td>
<td>Linear</td>
<td>VSS Local Global Real-time</td>
</tr>
<tr>
<td>Temporal exposure TMO [KUWS03]</td>
<td>Sigmoid</td>
<td>BSQ Local Global Interactive</td>
</tr>
<tr>
<td>Time-dependent GPU TMO [GWWH03]</td>
<td>Sigmoid</td>
<td>BSQ Local Global Real-time</td>
</tr>
<tr>
<td>Adaptive temporal TMO [RJJH04]</td>
<td>Sigmoid</td>
<td>BSQ Global Global Interactive</td>
</tr>
<tr>
<td>Local adaptation TMO [LSC04]</td>
<td>Sigmoid</td>
<td>VSS Local Local Offline</td>
</tr>
<tr>
<td>Perceptual effects TMO [KMS05b]</td>
<td>Sigmoid</td>
<td>VSS Local Local Real-time</td>
</tr>
<tr>
<td>Gradient domain TMO [WRA05]</td>
<td>Grad. domain</td>
<td>BSQ Local Local Offline</td>
</tr>
<tr>
<td>Virtual exposures TMO [BM05]</td>
<td>Logarithmic</td>
<td>BSQ Local Local Offline</td>
</tr>
<tr>
<td>Cone model TMO [vH06]</td>
<td>Sigmoid</td>
<td>VSS Global Local Offline</td>
</tr>
<tr>
<td>Block matching TMO [LKP]</td>
<td>Grad. domain</td>
<td>BSQ Local Local Offline</td>
</tr>
<tr>
<td>Retina model TMO [BAC09]</td>
<td>Sigmoid</td>
<td>VSS Local Local Offline</td>
</tr>
<tr>
<td>Local mal-adaptation TMO [PCA*10]</td>
<td>Sigmoid</td>
<td>VSS Local Local Real-time</td>
</tr>
<tr>
<td>Flicker reduction TMO [GKEE11]</td>
<td>–</td>
<td>SRP Local7 Offline</td>
</tr>
<tr>
<td>Motion path filtering TMO [ASC*14]</td>
<td>Logarithmic</td>
<td>BSQ Local Local Offline</td>
</tr>
<tr>
<td>Hybrid TMO [SLF*15]</td>
<td>Sigmoid/hist. based</td>
<td>BSQ Local Global Real-time</td>
</tr>
<tr>
<td>Noisy log sensor TMO [LSR16]</td>
<td>Hist. based</td>
<td>SRP Global Global Real-time</td>
</tr>
<tr>
<td>K-means clustering TMO [Osk16]</td>
<td>Hist. based</td>
<td>SRP Global Global Interactive</td>
</tr>
</tbody>
</table>

1 Per-pixel low-pass filter
2 Content-adaptive tone-curve formulated using the image histogram
3 Tone-curve applied in the gradient domain, based on the gradient magnitudes
4 3D Poisson solver
5 Per-pixel bilateral filter
6 Applicable to any TMO, alleviating global temporal incoherence
7 Global scaling in post-processing
8 Per-pixel filtering along motion paths

Table 1: List of HDR video tone-mapping operators, classified and with quantitatively measured expected performance provided for a subset of the operators. Please note that the performance measures only provide indicative evidence of the different properties; they are estimated from a limited amount of data, and are not guaranteed to generalize to all HDR video sequences. For a description of each of the TMOs, see Section 6.
The tone-curve of the Photographic TMO is formulated using a sigmoid mapping on the following form:

$$T = \frac{L_s}{1 + \frac{L_s}{L_{white}}} \left[ 1 + \frac{L_s}{2} \right]$$  (12)

where $L_s = aL/\kappa$, with $\kappa$ being the geometric mean. The mean can potentially change quickly from frame to frame, causing flickering artifacts. To alleviate such problems, $\kappa$ is evaluated over a fixed number of frames, effectively performing a uniform filtering over time,

$$\kappa = \exp \left( \frac{1}{N} \sum_{t} \log(\epsilon + L) \right)$$  (13)

Here, $s$ runs over all spatial pixel positions, and $t$ goes over a set of frames. $\epsilon$ is a small constant to avoid singular values.

**Time-dependent GPU TMO.** [GWWH03]: Addressing the problem of high computational complexity associated with local tone-mapping operators, in [GWWH03] Goodnight et al. describe a GPU acceleration of the Photographic TMO [RSSF02]. The method is able to achieve local tone-mapping at interactive frame-rates using the available hardware in the early 2000s, which means that today real-time performance should be no problem. As for the temporal behavior of the tone-mapping, a similar time-adaptation model is used as in the Interactive walk-through TMO [DD00], with an exponential low-pass filter.

**Adaptive temporal TMO.** [RJH04]: Ramsey et al. also present a method to complement the Photographic TMO in [RSSF02] with temporal adaptation. In the same way as in the Temporal exposure TMO [KUWS03], the geometric mean is calculated over time according to Equation 13. However, a dynamic range of frames are used, so that only the neighboring frames that have a similar mean value as the current frame are used. Effectively, this makes for an edge preserving temporal filtering that allows for fast adaptation when the input changes quickly.

**Local adaptation TMO.** [LSK04]: Similar to the Time-adaptation TMO [PTYG00], Ledda et al. use retinal responses derived from experimental data. These are computed separately for the cones and rods using a sigmoid curve (Equation 5). However, in order to derive local responses, this is done separately for each pixel. To this end, a bilateral filter is used for deriving local adaptation levels which are used in the response functions. In order to model the time-course of local adaptation, the adaptation levels are filtered over time using exponential filters. Different filters are used for cones and rods, and for dark and light adaptation.

The operator was evaluated for changes in lighting in static scenes, but for dynamic scenes the local temporal filtering of adaptation levels can potentially cause ghosting artifacts.

**Mal-adaptation TMO.** [IFM05]: Irawan et al. present a VSS model for tone-mapping of HDR video which includes the state of mal-adaptation of the HVS. It attempts to match the scene visibility, while adapting over time using a model that accounts both for neural mechanisms and photo-pigment bleaching and regeneration. Furthermore, as it is able to model mal-adaptation, the TMO does not assume that the HVS is perfectly adapted to the current luminance level.

The visibility matching was taken from the TMO in [WLP097]. It uses histogram adjustment to perform tone reproduction, but restricts the adjustments to the limitations in sensitivity of the eye with the help of a function for detection thresholds over luminances (tvia). Irawan et al. complement this tone-curve with the model of temporal adaptation from the Time-adaptation TMO [PTYG00]. Furthermore, they extend the threshold model to use a tvia (threshold versus intensity and adaptation) function, in order to model mal-adaptation. The tvia is derived numerically, from requiring that a change in luminance by the JND $\Delta L$, should yield a change $\Delta R$ in the response function. That is,

$$R(L + \Delta L, \sigma(L)) - R(L, \sigma(L)) = \Delta R$$  (14)

The response curve $R$ is formulated with a sigmoid function, and $\Delta R(L, \sigma(L))$ is the tvia at adaptation level $L_a$. Some of the threshold curves of a mal-adapted HVS are shown in Figure 6. These were also confirmed to be in line with the probe-on-flash experiments in [WEGH90] that measure threshold visibility of a mal-adapted HVS. The method also works as a low vision simulator, demonstrating the image as perceived by an HVS with visual impairments.

**Perceptual effects TMO.** [KMS05b]: Similar to the Time-dependent GPU TMO [GWWH03], Krawczyk et al. construct a video TMO that is based on the Photographic TMO [RSSF02]. One of the main objectives is also to achieve local tone-mapping with real-time performance. However, the method augments the Photographic TMO with a set of perceptual effects. As the Photographic TMO requires building a Gaussian pyramid for deriving local adap-
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**Figure 6:** Threshold versus intensity and adaptation (tvia) function used in the Mal-adaptation TMO. [IFM05], for 5 different adaptation levels $L_a$. The tvia (dashed curve) approximately corresponds to the lower envelope of the tvia curves. (Image courtesy of Irawan et al. [IFM05])
tation levels in the tone-mapping, additional effects that are based on this construction can be added with little computational overhead. Taking advantage of this observation, visual acuity and veiling luminance are included in the framework. Furthermore, the loss of color perception in the range of scotopic vision is also modeled.

Temporal adaptation is performed using an exponentially decaying function for filtering the adaptation level over time, in the same way as in the Interactive walk-through TMO [DD00]. However, instead of performing separate computations for the rods and cones, one single time-constant is used. This is interpolated from time-constants of the cones and rods based on the sensitivity of the rods. Finally, to achieve real-time performance the operator is implemented in graphics hardware.

**Gradient domain TMO.** [WRA05]: Wang et al. use a capturing device termed a split aperture camera. This is a rig with 3 CCD sensor cameras that simultaneously can capture different ranges of luminances from the same scene. The radiance map for each frame is recovered with standard techniques, and the purpose is to use the luminances from the same scene. The radiance map for each frame is solved using a diagonal multi-grid technique. However, for the 3D Poisson equation, which means that the motion estimation is potentially unreliable. In order to do so without introducing motion-blur, a block matching algorithm is used to allow for motion compensation. Given the estimated motion \( \mathbf{v}_{t-1} \) of a pixel \( s \), from frame \( t-1 \) to frame \( t \), a cost function can be formulated as

\[
C = \sum_s (L_{s,t} - L_{s,\mathbf{v}_{t-1},t-1})^2
\]

The cost increases with dissimilar values of the pixels in two frames that should correspond to the same physical object point, which means that the motion estimation is potentially unreliable. The cost \( C \) is then used in the Poisson equation to smooth gradients along the motion paths of the scene points. The result is an enforced temporal coherency and noise reduction. This is a method designed to not introduce any temporal artifacts, but enforces temporal coherency and noise reduction. That is, not only attenuate spatial gradients, Lee and Kim also modify the temporal gradients. In order to do so without introducing motion-blur, a block matching algorithm is used to allow for motion compensation. Given the estimated motion \( \mathbf{v}_{t-1} \) of a pixel \( s \), from frame \( t-1 \) to frame \( t \), a cost function can be formulated as

\[
C = \sum_s (L_{s,t} - L_{s,\mathbf{v}_{t-1},t-1})^2
\]

The cost increases with dissimilar values of the pixels in two frames that should correspond to the same physical object point, which means that the motion estimation is potentially unreliable. The cost \( C \) is then used in the Poisson equation to smooth gradients along the motion paths of the scene points. The result is an enforced temporal coherency and noise reduction. That is, not only is the method designed to not introduce any temporal artifacts, but temporal flickering or incoherence problems of the input sequence are also alleviated.

**Display adaptive TMO.** [MDK08]: Mantuik et al. formulate tone-
mapping as an optimization problem, for maximizing the similarity between the input HDR image and the tone-mapped image as viewed on a specific display device, see Figure 7. In order to estimate the luminance emitted from the display, the model in Equation 1 is used. With this information, a non-linear optimization problem is formulated. The objective is to minimize the squared difference between the contrast response of the original image and that after tone-mapping. That is, for the optimization the difference between the displayed image \( L_d \) and the HDR input is measured in terms of their estimated contrast responses. These are computed from a HVS contrast perception model. However, rather than minimizing the per-pixel differences, the optimization uses the conditional probability density function of contrasts, estimated from histograms at different levels in a Laplacian pyramid. The optimization is subject to the tone-curve being an increasing function that maps luminances to the available dynamic range of the display. Finally, the problem is solved iteratively as a quadratic programming problem.

As for temporal adaptation, the nodes of the derived tone-curves are filtered over time using a FIR filter.

**Retina model TMO.** [BAHC09]: Benoit et al. design a VSS operator that models the early stages of the HVS. It describes operations in the cellular layers which process the response from the entry point at the photoreceptors and down to the ganglion cells output, complemented with spatio-temporal filters of the retina. The operator is developed from the models in [HD07] and [MAS07], which account for low level processes in the retina, including local adaptation properties.

First, local responses of the photo-receptors are modeled with sigmoid functions, where local adaptation levels come from spatial low pass filtering of the image. The responses are then passed through a spatio-temporal filter, simulating the processing occurring in the Outer Plexiform Layer (OPL) [HD07]. This OPL filter can be considered as a difference between two low-pass spatio-temporal filters, and yields whitening of the image frequency spectrum. That is, it moves the spectrum of low frequencies towards higher frequencies and vice versa. The filter is argued to benefit noise reduction by low-pass filtering high frequencies, and to yield better temporal stability through filtering of the local adaptation levels over time. As a final step of the tone-mapping pipeline, the output from the OPL spatio-temporal filtering are fed to the ganglion cells response model. Similar to the initial photo-receptors, this is modeled using sigmoid functions, but utilizing different parameters.

As an additional operation, colors are processed by performing an initial spatial multiplexing – or mosaicing – of color images before the tone-mapping process. As a final step, colors are restored from a de-multiplexing, or de-mosaicing, step. The objective is to achieve a color constancy effect, motivated by the separate processing of the chromatic cone responses (L, M and S cones) in the retina [MAS07].

**Local mal-adaptation TMO.** [PCA10]: While the Mal-adaptation TMO simulates the effect of mal-adaptation in the HVS, this is done on a global level [IFM05]. The Local adaptation TMO on the other hand, models local adaptation levels but not the effect of mal-adaptation [LSC04]. With the Local mal-adaptation TMO, Pajak et al. present a model that accounts for spatially varying mal-adaptation. The model includes supra-threshold mechanisms such as visual masking. Furthermore, luminance adaptation and contrast sensitivity are derived as a function of spatial frequency. The spatial frequency sensitivity model uses the contrast sensitivity function (CSF) from [Dal92]. Simulation of the time-course of adaptation is done similarly as in the Mal-adaptation TMO, but on a per-pixel level utilizing exponential filters. The simulation can be evaluated efficiently, as demonstrated with the use of a real-time GPU implementation.

**Flicker reduction TMO.** [GKEE11]: Guthrie et al. focus on reducing flickering artifacts in already tone-mapped video material, employing a post-processing procedure. In a tone-mapped sequence, flickering is detected when the difference between key values \( k_t \) (Equation 13) is above a certain threshold \( H \) for two consecutive frames, \( |k_t - k_{t-1}| > H \). The threshold is formulated from Stevens’ power law [Ste62], \( H = \Delta L = kL^{1/3} \), where \( k \) is determined experimentally. For frames that are above the threshold, the brightness is changed iteratively until the key value falls into the range of acceptable brightness change, \( k_t \in [k_{t-1} - H, k_{t-1} + H] \). The method is applicable to any TMO which only suffers from global brightness incoherence, but is demonstrated on three previously published operators, [War94a, WLRP97, RSSF02].

**Real-time automatic TMO.** [KRTT12]: Recognizing the inherent problems in tone-mapping of camera captured HDR video, Kiser et al. suggest two modifications of the Photographic TMO [RSSF02] with automated parameter estimation [Rei02]. First, based on the image histogram the black and white levels of the input image are clamped before the tone-mapping. This is in order to better utilize the available dynamic range of the display device, which otherwise potentially could be affected by extreme values. Second, a leaky integrator is used for filtering parameters over time, which corresponds to an exponential averaging low-pass filter similar to the one used in the Interactive walk-through TMO [DD00]. The resulting operator allows for efficient implementation with real-time performance and automatically derived parameters.

**Color appearance TMO.** [RPK12]: Reinhard et al. take inspira-
tion from both color appearance modeling, tone-mapping and lightness perception, in order to construct an appearance calibration algorithm. The goal is to match image appearance in terms of photoreceptor responses, including local aspects of lightness perception. The matching is done with respect to room illumination as well as the display characteristics.

The appearance reproduction is performed from parameters describing the adapting luminance, maximum luminance, adapting white point, maximum white point and the degree of adaptation. These 5 parameters are kept separate for scene, display and viewing environment. The scene parameters are estimated from the input, while the others are tuned to specify the display environment for which to calibrate the input. Furthermore, the scene parameter estimation is localized to image regions calculated from the median cut algorithm [Deb08].

The final tone-mapping algorithm is formulated from a photoreceptor sigmoid response model, using the different environment parameters. For temporal stability a leaky integration is performed of the adaptation parameters, effectively performing an exponential filtering over time. Finally, the appearance reproduction is validated against a set of color datasets.

**Temporal coherence TMO.** [BBC*'12]: Apart from temporal flickering, Boitard et al. identify two additional potential problems in video tone-mapping. The first is termed object incoherency, and concerns changes in the luminance of an object in the tone-mapped sequence; changes that do not correspond to the original HDR sequence, but occur due to varying image statistics. The second is called brightness incoherency, and describes changes in overall brightness over time; the brightest frame in the HDR sequence do not always yield the brightest tone-mapped frame. In order to enforce a tone-mapping that preserves these properties, Boitard et al. propose to consider the entire HDR and tone-mapped sequences in a post-processing step, rather than operating locally in the time domain. For each frame \( t \) the key values \( \kappa_T \) and \( \tau_T \) are calculated (Equation 13), corresponding to the HDR and tone-mapped sequences, respectively. The key value of each frame of the tone-mapped sequence are then anchored to the maximum key value of the entire input HDR sequence, using a global scaling \( \tau \) of the frames, \( \hat{T} = \tau T \), according to

\[
\tau = \frac{T}{\kappa_T} \cdot \frac{T_{max}}{\kappa_{max}}
\]  

(19)

A blending value is also used on the scaling, in order to relax this anchoring and allowing smaller deviations from the input maximum key value,

\[
\tau = \tau_{min} \cdot (1 - \tau_{min}) \tau
\]  

(20)

The post-processing means that the algorithm is applicable to any TMO that only suffers from global incoherencies. However, Boitard et al. uses the tone-curve from the Photographic TMO [RSSF02], which allows for a slightly simplified formulation of the scaling. The post-processing adjustment using a brightness scaling is similar to the *Flicker reduction TMO* [GKEE11]. However, it considers the entire sequence in order to enforce object and brightness coherency, and does so by comparing to the input HDR sequence. This comes at the cost of reduced overall brightness over the video sequence, since most frames will be down-scaled in order to maintain a constant relative brightness as compared to the brightest input frame.

**Zonal coherence TMO.** [BCTB14]: In order to improve the results of the Temporal coherence TMO, in the Zonal coherence TMO Boitard et al. augment the method with additional features to perform the processing on separate segments in the luminance domain. Since preserving overall temporal brightness coherency results in reduced global brightness and contrast in all but the brightest frame, the objective of the new operator is to do this locally. And since a spatial segmentation would be difficult, especially to maintain coherence over the sequence, this is done in the luminance domain.

To segment into different luminance zones, for each frame the image histogram in the log domain is used. First the local maxima of the histogram are detected, and the local minima in between are defined to be the zone boundaries. In each of these zones key values are calculated separately. However, these zonal key values may change rapidly between frames, potentially causing flickering artifacts. To mitigate this problem, zones are calculated so that the boundaries are consistent throughout the sequence. This is done by calculating a sequence histogram from all the zonal key values in all frames, and once again perform the segmentation, arriving at a set of new zones. Finally, using the key values of these zones, the scaling adjustment from the Temporal coherence TMO (Equation 19) is performed separately for each of the luminance zones. To avoid problems at zone boundaries, the scaling ratios \( \tau \) are blended between adjacent zones when close to the boundaries.

**Motion path filtering TMO.** [ASC*'14]: The approach taken by Aydin et al. is motivated by the problems common to video tone-mapping of camera captured material [EWMU13], and specifically the problem of reproducing local contrast while not introducing local temporal incoherence. In order to locally tone-map a sequence while enforcing local temporal coherency, the method is designed as a spatio-temporal filtering framework. The foundation of the
framework is per-pixel motion estimation from an optical flow computation, that gives motion vectors \( v_{s,t+1} \) for each pixel \( s \), between frames \( r \) and \( t \). Using this vector field, a motion-compensated filtering over time can be performed for each pixel, over a \( 2d+1 \) window in time, \( r \in [t-d,t+d] \), according to

\[
L_{s,t} = \frac{1}{H} \sum_{r=t-d}^{t+d} H(||L_{s,t} - L_{s,t-\bar{v}_{s,t+1},r}||) L_{s,t-\bar{v}_{s,t+1},r} \tag{21}
\]

For \( t = r \) the vector field is \( v_{s,t+1} = 0 \). The kernel \( H \), used for filtering along the motion paths, is described from a Lorentzian edge-stopping function. It uses the difference between the current pixel in frame \( t \) and the motion-compensated pixel from frame \( r \), as a stopping criteria. Its purpose is to limit the filtering at strong temporal edges or were the optical flow fails.

As illustrated in Figure 8, the tone-mapping is performed by separating an input frame into a base and a detail layer, according to Equation 8. However, both the base layer and the original frame are filtered temporally using Equation 21, before extracting the detail layer. The edge-preserving filter used for estimating the base layer is formulated as an iterative smoothing procedure. Furthermore, compression of the base layer is done either by scaling in the log domain, or by utilizing the tone-curve from [DMAC03].

The filtering procedure attempts at enforcing local temporal coherence of the tone-mapping, including temporal artifacts already present in the input sequence. A positive side effect is also a reduced level of camera noise.

**Hybrid TMO.** [SLF15]: Shahid et al. propose the use of a hybrid tone-mapping scheme, which utilizes two different TMOs in order to tone-map the same frame in an HDR sequence. The image is segmented into regions containing high-intensity changes, using a directional filter bank edge-detection algorithm [ATJ12]. These regions are subsequently tone-mapped using the iCAM06 TMO [KFJ07], which is able to render well-preserved details due to local processing. In the remaining regions of the frame, the histogram adjustment from [WLRP97] is used. In order to handle temporal aspects, the tone-mapped frames are scaled to enforce the difference in average intensity between consecutive frames not to deviate above a predefined threshold, similar to the technique in the Flicker reduction TMO [GKEE11].

**Noise-aware TMO.** [EMU15]: With a starting point in the survey and evaluation in [EWMU13], Eilertsen et al. present a set of techniques for addressing the problems that it indicated as commonly appearing when tone-mapping camera captured HDR video material. The aim is to arrive at an efficient and temporally stable video tone-mapping method, that could handle large compression of dynamic range while maintaining local contrast and without increasing the visibility of camera noise.

For detail preservation, Equation 8 is used with a filter specifically designed for the objective of tone-mapping. It is motivated from recognizing that standard edge-preserving filters, designed for purposes such as noise reduction, can reveal artifacts in some situations. The problem of detail extraction for tone-mapping is conceptually different, requiring a filter response at a large scale, and where the filtered output is not the final result. In order to efficiently extract details without artifacts, a simplification from a unified formulation of bilateral filtering and anisotropic diffusion is suggested, that can not show the type of reconstruction problems associated with anisotropic 0-order filters.

For the tone-mapping, a tone-curve is derived for preserving the contrasts of the original sequence as close as possible. This is formulated as an optimization problem, with the objective to minimize the distortions of contrasts under the mapping of luminances. For an input contrast \( G \) and the corresponding contrast \( \tilde{G} \) after tone-mapping, the expected value of the squared distortions \( (G - \tilde{G})^2 \) is expressed from the distribution of contrasts \( p(G|L) \) over log luminances \( L \), as

\[
E[|G - \tilde{G}|^2] = \int p(L) \int (G - \tilde{G})^2 p(G|L) dGdL \tag{22}
\]

The equation represents an \( L_2 \) optimization problem that can be solved efficiently by parameterizing the tone-curve, and using the image histogram to describe \( p(L) \). The general concept is similar to the contrast optimization in the Display adaptive TMO [MDK08]. However, the formulation allows for a significant reduction in complexity as compared to the more complex metric in the previous method. To ensure smooth changes over time, the nodes of the tone-curves are filtered over time, either using a low-pass IIR or an edge-stop filter.

As illustrated in Figure 5, the mapping under a tone-curve can reveal noise that is invisible in the original sequence. To prevent this from happening, a concept of *noise-awareness* is introduced. The idea is to include a model of the image noise as a salience term in the optimization of the tone-curve in Equation 22. Furthermore, the extracted detail layer is also scaled according to the visibility of noise. The effect of the two mechanisms is to conceal the noise to make sure that it do not exceed the visibility threshold of the HVS.

As a final step of the tone-mapping process, the tone-mapped frames are passed through an inverse display model, Equation 1, in order to adapt the result to a certain display device.

**Noisy log sensor TMO.** [LSR16]: Li et al. describe a histogram adjustment TMO, in the same manner as the work by Ward et al. [WLRP97]. The method uses the cumulative distribution function derived from the image histogram to formulate a tone-curve. While Ward et al. use the capabilities of the HVS as a threshold for clipping the image histogram before calculating a tone-curve, Li et al. instead use a noise model for the purpose of not increasing the visibility of image noise in the tone-mapping. The TMO is specifically tailored for processing of video from a logarithmic CMOS sensor in real-time. For temporal adaptation, the histogram bins are filtered over time, employing an exponential low-pass filter.

**K-means clustering TMO.** [Osk16]: Based on the work in [Osk15], Oskarsson proposes to extend a clustering based TMO for the purpose of tone-mapping of HDR video. Given an input HDR frame composed of a set of \( N \) intensity levels, the objective is to assign
Given the wide range of operators, it would be an overwhelming one of the problems with such evaluations is that the experiments involving to assess the quality of all. Given the large number of such evaluations have been performed, see e.g. [DCMM16] for a detailed description on evaluation of tone-mapping operators, and specifically those for HDR video. However, it is also including video TMOs [PM13, EWMU13, MBDC14]. We refer to [DCMM16] for a detailed description on evaluation of tone-mapping algorithms, and specifically those for HDR video. However, one of the problems with such evaluations is the experiments always have to be restricted to a small number of TMOs and intents. Given the wide range of operators, it would be an overwhelming undertaking to assess the quality of all.

In this section we provide a brief comparative assessment of a set of the video TMOs in Section 6. However, in order to tabulate the strengths and weaknesses of the individual operators, we do this on a qualitative level using a set of objective measures. In this way we also avoid the difficulties in performing a subjective study. It should also be mentioned that there are examples of metrics for objective quality assessment of tone-mapped images [AMMS08, YW10, YW13] and video sequences [AvMS10, YWZ’16]. Although such quality indexes has shown to correlate with data from subjective evaluations, the heuristics involved in the quality prediction can not account for all the complex processes involved in a subjective comparison. Furthermore, our objective is to evaluate some specific properties, not the overall subjective quality.

The evaluation in [EWMU13] concluded that the video TMOs under consideration either suffered from temporal incoherence (flickering, ghosting, etc.), lacked in local contrast, or increased the visibility of noise. We take these three properties as subjects for our qualitative evaluation, and complement with a fourth measurement to estimate how saturated the result is. The measurements are supposed to indicate how well the TMOs can be expected to render a well-exposed tone-mapping with good local contrast, without showing temporal artifacts or revealing camera noise.

Our evaluation is similar to the approach by Čadik et al., where a set of image attributes were combined to create a quality measure [CWNA06]. The attributes were measured in a subjective experiment, and different combinations were fitted to the estimated overall quality. The attributes included brightness, contrast, details and colors. In our evaluation, however, we design quantitative measures to estimate the attributes. The intention is not to generate a single quality score, but rather to evaluate the operators in terms of the different attributes. Furthermore, as we deal with video we include a very important attribute for temporal coherence.

Next, we describe the four measurements we use to estimate temporal coherence, contrast, noise visibility and saturation. We then present results of applying these on a set of the video TMOs.

7. Objective measures

Temporal coherence Evaluating the temporal coherence of a TMO is a matter of comparing the tone-mapped sequence to the input HDR, deducing their correlation over time. The problem is how to account for transformations that the measure should be invariant to, such as scaling, exponentiation, temporal adaptation etc.

In order to quantitatively estimate temporal inconsistencies, a natural measure is the linear dependence of the HDR and tone-mapped signals, using their cross-correlation. For a normalized measure this can be calculated using the Pearson correlation coefficient,

\[ \rho(T_i, I_j) = \frac{1}{2d} \sum_{t \in \mathcal{T}} \sum_{d=\Delta t} \frac{L_t - \mu_L}{\sigma_L} \frac{T_t - \mu_T}{\sigma_T} \]

where \( L_t \) and \( T_t \) denote the logarithmic HDR and tone-mapped values, respectively, taken from frame \( t \). The linear dependence is evaluated over a local neighborhood in time, \( r \in \{t - d, ..., t + d\} \). \( \sigma_L \) and \( \mu_L \) are used to normalize both signals to have the same mean and standard deviation within the temporal neighborhood \( \{t - d, ..., t + d\} \). The measure can be applied per-pixel, \( L_t = L_{t,s} \), or using the mean value in each frame, \( L_t = \frac{1}{N} \sum L_{t,s} \), or in order to estimate either the local or global temporal incoherencies.

One of the key properties of a video TMO is its ability to adapt to the input over time, based on statistics of the HDR sequence. This means that in practice the mean value, or a pixel value, can change over time in an opposite direction to the input HDR. This is not accounted for in Equation 24, as demonstrated in Figure 9(a) and (d). From this observation, we proceed to make the measure invariant to local linear changes over time. To this end, instead of

\[ D(N, K) = \min_{T_1, ..., T_K} \sum_{i=1}^{N} p(L_i) \min_{j=1}^{K} |L_i - T_j|^2 \] (23)

Here, \( L \in \{L_1, ..., L_N\} \) and \( T \in \{T_1, ..., T_K\} \) are the input and output values, respectively, and \( p(L) \) is the image histogram. The optimization minimizes the weighted distances between input values \( L \) and the limited output levels \( T \), yielding a set of \( K \) representative clusters. That is, the tone-mapping is formulated as a one-dimensional weighted K-means clustering problem. Using a dynamic programming approach it is demonstrated that the global optima can be found iteratively with computational complexity proportional to \( KN^2 \). Typically, \( K \) is set to 256 for a standard display, and the clustering is followed by a mapping of the \( K \) levels to display values \( I = \{0, ..., 255\} \).

To account for temporal changes, the tone-curve derived from the K-means clustering is calculated separately for some key-frames distributed throughout an HDR video sequence. The clustering used to derive tone-curves at the specific key-frames is based not only on the pixels of the key-frame itself, but from a combined set of frames around it. The tone-curves in-between the key-frames are then computed from linear interpolation of the tone-curves at the nearest key-frames.
only using a 0-order normalization (the mean value $\mu$) in the measure, we perform a 1-order normalization from a linear regression, fitting a line segment $w(r-t) + \mu$ to the values of $L_e$ and $T_e$ at $r \in \{t-d,\ldots,t+d\}$,

$$\rho_2(L_e, T_e) = \rho_1(\hat{L}_e, \hat{T}_e),$$

$$\hat{L}_e = L_e - w_L(r-t) - \mu_L,$$

$$\hat{T}_e = T_e - w_T(r-t) - \mu_T.$$  

(25)

Here, $w_L$ and $w_T$ are the coefficients estimated from the linear regressions over $L_e$ and $T_e$, respectively. This formulation makes the coherence measure invariant to locally linear changes, see Figure 9. However, if the standard deviation $\sigma_L$ of the corrected input $\hat{L}_e$ is small, the normalization in Equation 24 may amplify small-scale differences between the signals, as exemplified in Figure 9(e). For this reason, we scale $\hat{L}_e$ to have the same variance as $\hat{T}_e$. Then, the original slope $w_L(r-t)$ is put back to the signals,

$$\rho_3(L_e, T_e) = \rho_1(\tilde{L}_e, \tilde{T}_e),$$

$$\tilde{L}_e = \frac{L_e - \mu_L}{\sigma_L} + w_L(r-t),$$

$$\tilde{T}_e = \tilde{T}_e + w_L(r-t).$$

(26)

That is, the normalization enforces $\tilde{T}_e$ to have the same slope as $L_e$, before the linear dependence is calculated. Inspecting the examples in Figure 9(c) and (f), this formulation makes it possible to distinguish temporal flickering even when a TMO is adapting over time. Further visualization of estimated coherence is shown in Figure 10, demonstrating per-pixel measurements.

Utilizing the measure in Equation 26, incoherence is estimated as $1 - \max(0, \rho_3(L_e, T_e))$. This means that negative correlations are clamped and considered equal to no correlation. The measure is then calculated for each frame $t$ in a sequence. To provide a representative value over a complete sequence, or multiple sequences, the average over all frames could be taken. However, coherence is often good except for shorter periods of the sequences which contain challenging transitions in intensity. Thus, the mean value may be underestimating the problem. Therefore, in order to provide an overall representative value we use the 95th percentile of the measure. For the sequences we use in our results this corresponds to the best coherence of the worst 3 seconds of the total 1 min of sequences.

Contrast The local contrast of a frame is estimated by extracting local contrasts – or details – using a bilateral filter. The contrast measure is taken as the mean value of this detail layer, in the log domain, and weighted by the input luminance in order to make it less influenced by noise.

$$C_{local}(T) = \frac{1}{N} \sum_{p \in \Lambda_e} T_p - \frac{1}{N} \sum_{p \in \Lambda_e} G(T_p - T_e)G(p-s)$$  

(27)
Figure 10: Examples of measured local (per-pixel) temporal coherence, where blue and red corresponds to good and poor coherence, respectively. The examples demonstrate three TMOs that have problems with local temporal coherence (a)-(c), and three that show good coherence (d)-(f). Even though local incoherence is mostly associated with local TMOs (b)-(c), the global operator in (a) also suffers from incoherence due to amplified noise in the darker parts of the image. The frames are taken from measurements using Equation 26 on tone-mappings of the *Showgirl* HDR video sequence in Figure 19.

As for global contrast, this is estimated using a large Gaussian kernel,

$$C_{\text{global}}(T) = \frac{1}{N} \sum_s \sqrt{(G \ast T^2)_s - (G \ast T)_s^2}$$

The two measures are applied to both the input HDR and the tone-mapped signal, in order to estimate the loss of contrast $c(L, T) = C(T) - C(L)$ in the tone-mapping.

**Noise visibility** As described in Section 5.3, camera noise can have a significant impact on the result of a tone-mapping method. As shown in Figure 5, the visibility of the noise can be altered under the transformation of a tone-curve. In order to quantify this change we use a computer generated HDR input $L$ without any noise. Modeling the camera noise as $N \sim \mathcal{N}(0, a I + b)$, a corrupted input is constructed according to $\hat{L} = L + N$. As a measure of the visibility of the added noise we use the HDR-VDP-2 (v2.2) quality predictor “Q” $Q(\hat{L}, L)$. A high value means that the visual differences are small. The same procedure is then repeated for the tone-mapped frame, and finally the visibility before and after tone-mapping can be compared,

$$n(L, T) = Q(\hat{L}, L) - Q(\hat{T}, T)$$

A positive difference in noise visibility, $n(L, T) > 0$, means that the noise is more visible after the tone-mapping, while the opposite describes a reduction in visible noise.

**Saturation** To assess the ability of a TMO to produce a well-exposed tone-mapping, we estimate the number of saturated pixels in the image. For over-saturation, the fraction of pixels $T \in [0, 1]$ with a value $\geq 0.95$ provides a measure of the amount of saturation, while for under-saturation we use the fraction of pixels $\leq 0.02$. A well-exposed tone-mapping that is capable of compressing the dynamic range sufficiently should have a low value for both these measures.

7.2. Results

To evaluate the performance in terms of the measures above, we use the same set of operators as in [EWMU13], plus three of the more recent methods that try to overcome the problems with temporal incoherence and lack of local contrast [BCTB14b, ASC*14, EMU15], for a total of 14 TMOs. The list of operators also includes a standard S-shaped camera curve, taken from a Canon 500D DSLR camera. For temporal processing, the exposure setting has been anchored to the mean luminance filtered over time using an exponential filter. This camera processing is named the Camera TMO in the results, and is provided as a simple reference.

The temporal coherence, contrast and saturation are calculated on 4 of the sequences presented in [FGE*14]. Examples of tone-mapped frames and the properties of the sequences are shown in
Figure 11: Temporal incoherence measure. Error bars show standard errors. A value of 0 means that the normalized HDR and tone-mapped signals (see Figure 9) are fully linearly correlated, while 1 means that they are either completely uncorrelated or negatively correlated. Since the bars are taken as the 95\textsuperscript{th} percentile, and the error bars are standard errors over the complete sequences, they extend above a value of 1 for some of the operators.

Figures 17-20. The sequences contain a set of challenging features, such as a high dynamic range of luminances, camera noise, rapid changes in lighting over time, complicated temporal transitions etc.

In Figure 11 the global and local incoherencies measured over the four sequences are shown. The global measure shows that in total five TMOs struggle to maintain coherence. Inspecting the sequences, three of these operators show some flickering in certain situations (Virtual exposures TMO, Retina model TMO and Color appearance TMO), possibly due to some parameters that are not correctly filtered over time. Two use per-pixel low-pass filters over time (Cone model TMO and Retina model TMO), which is causing motion blur that is punished by the coherence measure. Finally, the last TMO that shows global incoherence (Visual adaptation TMO) uses an adaptation mechanism that allows for rapid transitions over time that makes the mean of the tone-mapped frames not always comply with the mean of the input HDR. As for the local measure, it is generally TMOs that have local spatial and/or temporal processing that are prone to generate incoherence, with a value above 0.1. However, the Time-adaptation TMO only uses global calculations, and still shows local incoherencies. This could be explained from the operators tendency to amplify image noise in some situations, see Figure 10, 19 and 20 for examples.

The difference in contrast before and after tone-mapping is plotted in Figure 12. All operators inevitably have to reduce global contrast to match the limited output dynamic range, although to quite different amounts depending on the sequence. This is why the standard errors are large on the global contrast measures. However, when it comes to local contrast, only the local operators are able to maintain this property close to the original HDR. Of the global operators the Display adaptive TMO and Temporal coherence TMO show the least loss of local contrast.
Figure 13 shows the result of applying the saturation measures to the tone-mapped sequences. Most operators produce well-exposed results. A couple of TMOs give brighter results, such as the Time-adaptation TMO and Local adaptation TMO, which have saturated pixels for up to 5% of the pixels. Under-exposure is most pronounced for the Color appearance TMO, with ≈ 5% black pixels. The results can also be confirmed in some of the example frames in Figures 17-20.

For the noise visibility difference measure demonstrated in Figure 14, the HDR image in Figure 15 has been used. In order to make sure that each operator fully adapt to the input, this image has been used to compose a 1 second static HDR video sequence. Equation 29 has then been calculated for each of the TMOs, using $a = b = 10^{-4}$. In this example it is evident that most operators tend to increase the visibility of the noise. Exceptions are the Color appearance TMO and the Noise-aware TMO. Looking at Figure 13, the Color appearance TMO tends to under-expose the input, which explains why it also decreases the visibility of noise. The Noise-aware TMO on the other hand, is designed to tone-map without increasing the visibility of noise, still providing an adequate exposure.

With the measurements in Figures 11-14, we can indicate which of the operators that are expected to consistently produce results that are temporally coherent while reproducing contrasts without saturation, and how the noise visibility can be expected to change under the tone-mapping. To sum up these results, Figure 16 shows all the measures in one representative multidimensional visualization. The temporal coherence and the loss of local contrast are plotted along the x and y axes, respectively. To show the additional two dimensions of saturation and noise visibility, these are visualized with circles around each TMO. Finally, some of the categorization from Table 1 is also included as described in the legend.

Inspecting Figure 16, we see that three of the most recent operators are capable of preserving local contrast while maintaining temporal coherence and a small amount of saturated pixels. These are the Zonal coherence TMO, Motion path filtering TMO and Noise-aware TMO, which are designed by considering the particular challenges in tone-mapping of camera captured HDR video. The three operators represent quite different approaches to the video tone-mapping problem. The Zonal coherence TMO, [BCTB14b], considers the entire video sequence in order to locally remove both flickering and object incoherences in a post-processing step. The Motion path filtering TMO, [ASC*14], uses a temporal filtering along motion paths estimated from optical flow, both in order to enforce temporal coherence and to reduce noise. Finally, the Noise-aware TMO, [EMU15], is a more light-weight approach, with the goal of maintaining the properties of the input sequence as much as possible under the dynamic range compression, in terms of contrast, local contrast and noise visibility. Apart from these methods, the evaluated video TMOs either have problem with local contrast reproduction or the temporal coherence. This corresponds well to the results in the video TMO evaluation in [EWMU13], which concluded that global TMOs often were preferred over their local counterparts, since these had problems with temporal coherence. The quantitatively measured results provided here indicate that this problem is resolved by later work in video tone-mapping.

Finally, the quantitative comparison is also used in Table 1, to complement the list of video TMOs with an indication on expected performance. However, it should be noted that the measures only have been calculated on a limited number of sequences, and they are not guaranteed to generalize to all possible HDR videos.

8. Conclusion

Methods for tone-mapping of HDR images have seen an immense development since their introduction almost 25 years ago. Operators designed with a model for temporal adaptation have also been around for almost as long time. However, with the introduction of camera captured HDR video, new problems arose; problems that many of the as of then existing video operators could not properly address in all circumstances. With the most recent state-of-the-art methods, we are now in a position were high quality tone-mapping of this material can be consistently produced in most circumstances, taking into account the complicated temporal behavior and the specific properties of the HDR video streams.
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In this work we have focused on algorithms for tone-mapping of HDR video, were we gave a comprehensive description of existing methods. A subset of these methods were subsequently evaluated in HDR video, were we gave a comprehensive description of existing methods. Although color appearance models have been used for this purpose [YBMS05,EWMU13,EUWM14], there is no general methodology for how to fine-tune a TMO. A second area that still needs attention is how to treat colors in the tone-mapping. Dynamic-range imaging.
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Figure 17: Tone-mapped frames from the Cars fullshot HDR video sequence. The video shows a daylight scene with a limited amount of camera noise. The scene is static while the camera performs a panning movement.

Figure 18: Tone-mapped frames from the Poker fullshot HDR video sequence. The video shows an indoor scene with a moderate amount of camera noise. The camera is static while the actors perform a moderate amount of movements.

Figure 19: Tone-mapped frames from the Showgirl HDR video sequence. The video shows an indoor scene with a high amount of camera noise. The sequence contains a sharp transition in lighting when the actor stands up and a bright light source is switched on.

Figure 20: Tone-mapped frames from the Smith hammering HDR video sequence. The video shows an indoor scene with a high amount of camera noise. The camera is slowly zooming while the actor is moving.